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Abstract

It is frequently argued that policymakers should target high-tech firms, i.e., firms with high R&D inten-

sity, because such firms are considered more innovative and therefore potential fast-growers. This

argument relies on the assumption that the association among high-tech status, innovativeness, and

growth is actually positive. We examine this assumption by studying the industry distribution of

high-growth firms (HGFs) across all four-digit NACE industries, using data covering all limited liability

firms in Sweden during the period 1997–2008. The results of fractional logit regressions indicate that

industries with high R&D intensity, ceteris paribus, can be expected to have a lower share of HGFs

than can industries with lower R&D intensity. The findings cast doubt on the wisdom of targeting R&D

industries or subsidizing R&D to promote firm growth. In contrast, we find that HGFs are overrepre-

sented in knowledge-intensive service industries, i.e., service industries with a high share of human

capital.

JEL classification: L11, L25

1. Introduction

Most firms grow slowly or not at all, while a small number of high-growth firms (HGFs) are major drivers of net job

creation and economic growth (Birch and Medoff, 1994; Storey, 1994; Henrekson and Johansson, 2010; Hölzl,

2010; Coad et al., 2014a). HGFs have therefore received increasing attention from policymakers and researchers in

recent years.

The European Commission (2010) mentions support for high-growth small and medium-sized enterprises (SMEs)

as a political objective in its Europe 2020 strategy, highlighting the share of fast-growing, innovative firms as a key

indicator to measure the strategy’s progress. Researchers also argue that policymakers should cease supporting start-

ups and instead focus on the more promising potential entrepreneurs (Vivarelli, 2013: 1479).

For example, Shane (2009) states that because most start-ups have no growth ambitions and a large majority of

them will not survive, policies should instead target HGFs. However, as Mason and Brown (2013) note, the only

practical policy advice Shane provides on how to achieve this object is to extend existing schemes that provide finan-

cial incentives for small firms to undertake R&D, e.g., R&D tax credits. Furthermore, the more general concern that
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firms may be underinvesting in R&D has resulted in government policies such as favorable fiscal treatment and

R&D subsidies (Coad and Rao, 2010).1 OECD (2010), for example, reports that most policy initiatives implemented

across its member countries rely on facilitating access to finance and support for R&D and innovation.

Many policies for promoting growth in general and among HGFs in particular are, in other words, strongly

biased toward high-technology sectors, typically defined as industries with a high degree of R&D intensity (Eurostat,

2012; see also Schneider and Veugelers, 2010; Coad et al., 2014a). As noted by Mason and Brown (2013: 214), “this

clearly indicates that policy-makers view high-technology sectors as the main generators of potential HGFs.”

Whether HGFs have a higher presence in high-tech industries is thus important from a public policy perspective.

Nonetheless, it has been noted that HGFs are not necessarily synonymous with high-tech firms (Brännback et al.,

2010), and at present, there is little evidence that HGFs are more common in such industries. Rather, a number of

studies, addressing different countries and time periods, suggest that HGFs exist in most industries and are not over-

represented in high-technology sectors (Henrekson and Johansson, 2010).

As Bleda et al. (2013: 115) note, “there is little evidence that the [high-tech] sector has a large impact on the emer-

gence of gazelles.” For example, HGFs are nearly equally present in high-tech and low-tech sectors in the UK

(NESTA, 2009), where only approximately 15% of HGFs operate in high-tech sectors. Furthermore, these firms do

not necessarily have extensive R&D or patent activity (Mason and Brown, 2012). If anything, when considering a

variety of countries, there appear to be more HGFs in service industries relative to other sectors such as manufactur-

ing (Henrekson and Johansson, 2010).

In the words of Buss (2002: 18), “policy makers chase high-tech firms as a priority when other sectors might pose

better opportunities.” For this reason, Mason and Brown (2013) argue that government policies to promote HGFs

focus too narrowly on high-technology industries and should be redirected to also include other industries (see also

Brown et al., 2014).

Their advice is, however, based on studies that generally consider a limited number of industries, apply restrictive

firm size thresholds, and use a high level of industry aggregation. Thus, the question of whether HGFs are overrepre-

sented in high-technology industries—or elsewhere— has yet to be satisfactorily answered.

In this article, we argue that on the basis of what is generally known about the tails of the firm growth rate distri-

bution, where HGFs reside, there is little reason to believe that there should be a positive association between R&D

intensity and growth. In fact, previous evidence suggests that the crucial factor that seems to explain the prevalence

of fat tails in the growth rate distribution is not R&D, but rather some measure of human capital, e.g., special skills

and training (Klette and Kortum, 2004; Rossi-Hansberg and Wright, 2007).

The purpose of this article is to examine this question empirically by testing three hypotheses concerning the in-

dustry distribution of HGFs. The first two hypotheses are formulated to assess the conventional wisdom that HGFs

are overrepresented in R&D-intensive or high-tech industries. The third hypothesis stipulates that HGFs are more

prevalent in service industries with a high level of human capital, a question that has been to some extent overlooked

in the previous HGF literature.

Using a fractional logit model suitable for proportions that can take limiting values, we test these hypotheses using

a data set that represents all limited liability firms in Sweden during the period 1997–2008. We define HGFs as the

1% of firms in the economy that experienced the fastest (absolute or relative) employment or sales growth during a

3-year period, and use the share of HGFs in industries at the four-digit NACE level as the dependent variable.

Concerning the first hypothesis, we find little evidence that higher industry R&D intensity is associated with a

greater share of HGFs, regardless of how HGFs are defined. Instead, higher R&D intensity typically implies a smaller

share of HGFs in the industry considered. The results are more ambiguous when considering industries defined as

high-tech (i.e., R&D-intensive) manufacturing industries by Eurostat because the effect can go both ways, and it is

difficult to observe any consistent pattern. These findings challenge the prevailing view among policymakers that

high-tech or R&D-intensive industries are beneficial for the emergence of HGFs. In contrast, we find some support

for our third hypothesis, in that service industries characterized by a high share of tertiary educated workers are likely

to experience a greater share of HGFs than the average industry. This suggests that further research should shine a

light on the importance for human capital in fostering HGFs.

1 Coad and Reid (2012: 10) argue that reasons of capability development and the possible existence of a job “multiplier”

effect in the high-tech sector (e.g., Moretti, 2010; Moretti and Thulin, 2012) makes high-tech HGFs especially desirable

from the point of view of policymakers.
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All results remain qualitatively similar when we perform regressions at the three- and five-digit NACE levels, dis-

tinguish between organic and acquired growth, and only consider industries with at least 30 or 100 employees as ro-

bustness checks.

The remainder of the article is organized as follows: A theoretical background on the relationship between innov-

ation activities and firm growth is presented in Section 2, together with an overview of previous studies on the indus-

try distribution of HGFs, before we formulate our hypotheses. Data and descriptive statistics regarding the industry

distribution of HGFs are described in Section 3, while the econometric model is presented in Section 4 and the results

in Section 5. Concluding remarks are provided in Section 6.

2. Innovation activities, firm growth, and HGFs

The Austrian economist Joseph Schumpeter (1934, 1943) ascribed economic growth to creative destruction–the pro-

cess of transformation that accompanies innovation, caused by the discovery and use of novel ideas. From a

Schumpeterian perspective, the innovations introduced by firms represent new knowledge, the economic value of

which is not known with perfect certainty. Innovations can therefore be considered business experiments subject to a

market test. In the market, firms are established to exploit and commercialize these ideas. But what firms?

Schumpeter gave several answers to the question during his academic career.

The early “Mark I” Schumpeter (1934) emphasized entrepreneurship and the role of new (small) ventures in

introducing novel ideas into the economic system. Subsequently, “Mark II” Schumpeter (1943) would argue that in-

novation was a routinized process best performed by large (old) firms, which are able to reap the benefits of econo-

mies of scale in production and R&D (Malerba and Orsenigo, 1995). Associating innovation with high-tech sectors

and R&D can hence be regarded as ascribing to “Mark II” Schumpeter’s view of the world. As Audretsch et al.

(2006) point out, innovative activities are usually seen as the result of systematic and purposeful efforts to create new

knowledge by investing in R&D, followed by commercialization (Cohen and Levinthal, 1989; Chandler, 1990;

Warsh, 2006).

The questions of which firms innovate and whether the same firms grow have caused a long-standing discussion

(Davidsson et al., 2010). While “a propensity for innovation emerges in general as a firm’s growth driver,” according

to Vivarelli (2013), others stress that the self-reinforcing dynamics in the economy may lead to a relatively weak asso-

ciation between the ability to innovate and actual performance, and even if firms are successful in innovation and

benefit from it, it is not clear that they will grow (Kirchhoff, 1994; Geroski et al., 1997; Coad and Hölzl, 2010;

Denrell and Liu, 2012; Coad et al., 2014b:8).

The Mark I–Mark II dichotomy can be related to the literature on “technological regimes,” pioneered by Winter

(1984), which argues that the industry-specific technological regime has a major influence on a firm’s competitive-

ness (Audretsch, 1995). Audretsch and Thurik (2000) argue that in recent decades, highly developed economies expe-

rienced a general shift from a managed to an entrepreneurial economy, and van Stel et al. (2005) relate Mark I and II

innovations to an “entrepreneurial” and a “managed” economy, respectively. While knowledge-driven innovation is

frequently thought of as the outcome of R&D activities, a set of other means of innovation, such as learning-by-

doing, networking, and combinatorial insights, suggests a role for entrepreneurs (Braunerhjelm, 2011). The produc-

tion of new products or qualities can hence occur due to either R&D investments by incumbents, or by entrepreneur-

ial start-ups who combine knowledge in innovative ways without R&D (Acs, 2009).2

If there has indeed been a shift toward Mark I innovation in recent decades, then this presents a conundrum for

policymakers focusing on high-tech industry, as Mark I innovation is not as readily associated with high-tech indus-

tries as Mark II innovations. However, this shift is arguably a matter of degree, and many studies emphasize the

2 Related to these questions is also the R&D growth paradox, which suggests that there is a growing gap between R&D

expenditures and GDP over time, with R&D efforts growing substantially faster. Ejermo et al. (2011) investigate the

Swedish economy 1985–2001, and find that the paradox occurs only in fast-growing manufacturing and service sectors.

Fast-growing sectors show an increasing gap between R&D and value-added growth, while the slow-growing sectors

do not. They do not interpret this paradox as a sign of failure of the national innovation system, as the largest gap would

then be for the slow-growing sectors, failing to transform R&D to economic growth. Instead, they see the evidence as

consistent with the idea of diminishing marginal returns to R&D investment in high-investing sectors, but point out that

rendering the innovation system more effective could yield better outcomes.

Are high-growth firms overrepresented in high-tech industries? 3
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complementary roles of firms of different sizes. While large, established firms succeed in traditional technological

fields based on large R&D activities, the function of new firms is to explore new technological areas. Small, entrepre-

neurial firms introduce many of the radically new innovations, “revolutionary breakthroughs,” while large firms are

more risk-averse and provide “cumulative incremental improvements,” the combined effect of which should not be

underestimated (Acs and Audretsch, 2005). As Baumol (2004: 13) writes, “Of course, that initial invention was an

indispensable necessity for all of the later improvements. However, it is only the combined work of the two together

that made possible the powerful and inexpensive apparatus that serves us so effectively today.”

Nonetheless, many theoretical models have associated R&D with innovation and firm growth, thereby implicitly

subscribing to a Mark II view of the world.3 For example, Pakes and Ericson (1998) describe firm growth as a pro-

cess of “active learning,” in a model in which firms maximize expected net cash flows and are aware of productivity

distribution shocks (see also Hopenhayn, 1992; Ericson and Pakes, 1995). Contrary to Jovanovic’s (1982) model of

passive learning, Pakes and Ericson (1998) highlight the importance of learning by undertaking innovative activities,

in that a firm must decide how much to invest in R&D. Klette and Griliches (2000), however, construct a quality lad-

der model to incorporate firm growth and R&D, such that firms compete to improve the quality of products through

cumulative innovations by investing in R&D, which is treated as a sunk cost.

However, while a Mark II view of the word has theoretical traction, the empirical picture is far from clear-cut,

which Coad and Rao (2008) consider a paradox. While many theoretical and descriptive contributions highlight the

importance of innovation in firm growth, few studies observe a strong association between innovation and firm

growth. This may be because converting R&D into innovation and innovation into growth takes time (Coad and

Rao, 2008), an observation that is further complicated by the uncertainty inherent in any innovative process (Cefis

and Orsenigo, 2001; Coad and Rao, 2010; Segarra and Teruel, 2014).

There are also models that provide the opposite indication, at least with respect to R&D and growth. Building on

previous literature (cf. Pakes and Ericsson, 1998; Klette and Griliches, 2000), Klette and Kortum (2004: 1007) iden-

tify two opposing forces that should influence the empirical relationship between R&D and firm size. On the one

hand, there are diminishing returns to additional R&D investments. On the other hand, large firms have more know-

ledge resources that they can devote to R&D activities. The empirical evidence suggests that these two forces cancel

one another out on average, making R&D intensity (i.e., R&D expenditures as a fraction of revenue) independent of

firm size (see also Cohen and Klepper, 1992).

This also entails that large firms have higher R&D expenditures. Moreover, it is well established that the standard

deviation of firm growth is smaller for large firms than for small firms (Stanley et al., 1996). Because a higher stand-

ard deviation entails thicker tails, one would hence expect a negative relationship between R&D expenditures and

the industry proportion of HGFs. Considering R&D intensity (expenditures/revenue) or controlling for industry size

would then lead to a prediction of no relationship between R&D and firm growth, provided that the two forces can-

cel one another out. Thus, from the perspective of the firm growth rate distribution, the link between R&D and high

growth seems tenuous at best.

Therefore, it is perhaps not surprising that previous empirical studies on the industry distribution of HGFs paint a

rather ambiguous picture. Early research found evidence of a link between technology and firm growth (Storey,

1991, 1994; Kirchhoff, 1994), and a number of more recent studies have found indications of a positive association

between high-tech status or R&D intensity and HGFs (Schreyer, 2000; Delmar et al., 2003; Hölzl, 2009; Stam and

Wennberg, 2009). Schreyer (2000: 25), in a study covering six European countries, notes that “all the existing evi-

dence points in the same direction: high-growth firms are more technology intensive than the average firm.” Hölzl

(2009), moreover, finds that in countries closer to the technological frontier, HGFs have a higher R&D intensity

than non-HGFs. Further, in a least squares regression framework, Stam and Wennberg (2009) demonstrate that

R&D has a positive effect on growth for the top 10% of fastest growing start-ups, but this is not the case for the

3 This is also the case for endogenous growth models (c.f. Romer, 1986, 1990; Lucas, 1988; Rebelo, 1991; Aghion and

Howitt, 1992; Segerstrom, 1995) in which the importance of knowledge spillovers is emphasized. Such models predomin-

antly regard the growth process as an R&D race in which a fraction of R&D translates into successful innovations.

Thus, while “the new growth theory is a step forward in our understanding of the growth process, the essence of the

Schumpeterian entrepreneur is missed (Acs 2009: 328).” Attempts to introduce Schumpeterian entrepreneurs, who in-

novate but are not involved in R&D activities, have been made by, e.g., Acs et al. (2004, 2009) and Braunerhjelm et al.

(2010).
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overall population of firms. In a study of Spanish firms, Segarra and Teruel (2014) find that R&D investments posi-

tively affect the probability of becoming a HGF, but the effect is greater and more often significant in manufacturing

industries than in service industries.

Nevertheless, other studies report either an absence of or a negative link between high-tech status or R&D and

the presence of HGFs (Birch and Medoff, 1994; Birch et al., 1995; Almus, 2002; Acs et al., 2008; NESTA, 2009;

Wyrwich, 2010). It has become something of a “stylized fact” (Henrekson and Johansson, 2010) that HGFs can be

found in all industries (Deschryvere, 2008; Anyadike-Danes et al., 2009; López-Garcia and Puente, 2009; NESTA,

2009; Mason and Brown, 2012) and, if anything, are overrepresented in service sectors (Autio et al., 2000; Schreyer,

2000; Halabisky et al., 2006).

Some studies furthermore indicate that HGFs are overrepresented in knowledge-intensive service industries, i.e.,

service sectors characterized by a high level of human capital (Delmar et al., 2003; Davidsson and Delmar, 2006;

Deschryvere, 2008). While this is by no means a universal finding, it receives credence from the literature on the firm

growth rate distribution. Notably, Rossi-Hansberg and Wright (2007) demonstrate that high growth rates and a

higher standard deviation are related to the amount of human capital specific to the industry, e.g., special skills and

training. These characteristics are also more present in service industries than in capital-intensive industries, which is

consistent with the assessment of a possible overrepresentation of HGFs in service industries (Henrekson and

Johansson, 2010). Generally, the importance of education and human capital in fostering firm entry, survival, and

growth has been demonstrated in a number of studies (Bates, 1990; Gimeno et al., 1997; Acs et al., 2007; Colombo

and Grilli, 2010; Geroski et al., 2010; Arvanitis and Stucki, 2012).

Granted, the ambiguity in the previous HGF literature is in part to be expected given the ever-changing nature of

the economy. As Dosi (2007) argues, there exists heterogeneity in degrees of innovativeness and production efficien-

cies and, hence, firm growth should be expected to be the outcome of idiosyncratic capabilities, mistake-ridden learn-

ing, and forms of path-dependent adaptation. Nonetheless, it is possible to identify certain factors that may help

explain the ambiguous findings reported in previous research.

First, as discussed above, conditions may differ across countries and over time, and studies address different coun-

tries and time periods, often cover only a limited number of industries, and apply size thresholds. Furthermore, be-

cause their industry distribution is only one of many aspects of the HGFs under examination, little space is generally

devoted to this issue; however, in recent years, some studies (Almus, 2002; de Wit and Timmermans, 2008; Hölzl,

2009; Stam and Wennberg, 2009; Wyrwich, 2010; Segarra and Teruel, 2014) use econometric methods to examine it

directly.

As demonstrated above, the Mark II definition of innovation is closely tied to R&D. Indeed, while firms perform

R&D activities with a variety of objectives in mind, most business R&D seeks to develop new and improved goods,

services, and processes (NSF, 2010: 18), activities that overlap with several of the categories that Schumpeter lists as

instances of innovation (Schumpeter, 1934: 66). Considering the previous empirical literature on the link between

R&D and growth, however, lends little support to the notion that additional R&D would translate into higher

growth rates.

Notably, the work of Klette and Kortum (2004) and Rossi-Hansberg and Wright (2007) may in part explain why

the previous evidence on the industry distribution of HGFs is so ambiguous with respect to their presence in high-

tech industries, and stands in stark contrast to the prevailing view among policymakers that the relationship between

R&D intensity and high growth is a positive one.

In view of the importance of high-tech status as a tool that policymakers use to identify HGFs, empirical studies

that explicitly examine the association among high-tech status, innovation, and HGFs are needed. This makes it rele-

vant to formulate and test the two hypotheses regarding the relationship between industry R&D intensity and the in-

dustry distribution of HGFs. These hypotheses are hence formulated in view of their importance for policy and are

not theory-driven.

H1: Ceteris paribus, HGFs will be more common in industries with greater R&D intensity.

If current policies targeting high-tech industry to promote high-growth firms are sound, then one would expect us

to be unable to reject this hypothesis. In view of the previous literature concerning the link between R&D and

growth, we however expect a nonexistent relationship.

The second hypothesis is formulated with a particular definition of high-tech industries in mind, namely that

espoused by the Organisation for Economic Co-operation and Development (OECD) and Eurostat, which defines

Are high-growth firms overrepresented in high-tech industries? 5
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industries as high-tech manufacturing industries according to their global technological intensity.4 Scrutinizing how

this particular definition of high-tech industry relates to high growth is particularly important because it forms the

foundation of policy. We therefore formulate the second hypothesis related to R&D as follows:

H2: Ceteris paribus, HGFs will be more common in manufacturing industries with greater R&D intensity.

Again, if current policies targeting high-tech industries to promote high-growth firms were sound, one would expect

us to be unable to reject this hypothesis. In view of the previous literature concerning the link between R&D and

growth, we would expect a nonexistent relationship, or possibly even a negative one, because HGFs appear, if anything,

to be overrepresented in service industries according to the previous literature (Henrekson and Johansson, 2010).

This observation is also important for our third hypothesis, which is also informed by Rossi-Hansberg and

Wright (2007), who demonstrate that high growth rates and standard deviations are related to the amount of human

capital specific to the industry, e.g., special skills and training. Therefore, one would expect a positive link between

industry human capital and the share of HGFs in that industry.

Because we lack access to any common measure of human capital in our database, we again turn to Eurostat,

which defines knowledge-intensive service industries according to their share of tertiary workers.5 Arguably, it is im-

portant to determine whether this definition is sounder in identifying fast-growers. This leads us to formulate our

third hypothesis:

H3: Ceteris paribus, HGFs will be more common in service industries with more human capital.

Previous findings regarding the slight overrepresentation of HGFs in service industries, in conjunction with the

abovementioned link identified between human capital and growth, leads to the expectation that we will be unable

to reject this hypothesis.

3. Data and descriptive statistics

3.1 Data and the dependent variable

All limited liability firms in Sweden are required to submit annual reports to the Swedish Patent and Registration

Office (PRV). The data used in this study are collected from PAR, a Swedish consulting firm that gathers economic

information from PRV. Our data comprise all Swedish limited liability companies active at some point between 1997

and 2008, yielding a total of 164,808 firms and 1,401,684 firm-year observations. The data include all variables in

the annual reports, e.g., profits, number of employees, salaries, fixed costs, and liquidity.

Because employment and sales are the two most common growth indicators in the HGF literature (Daunfeldt

et al., 2014a), we use both of them to identify HGFs. We follow recent contributions (e.g., Daunfeldt and

Halvarsson, 2014; Daunfeldt et al., 2014a; Coad et al., 2014c) and define HGFs as the 1% of firms in the economy

with the highest employment or sales growth over a 3-year time period.6 Absolute measures of firm growth lead to a

4 In the OECD International Standard Industrial Classification, technology intensity is measured through two main indica-

tors: R&D divided by production and R&D divided by value added. In its own words: “The Secretariat experimented with

various criteria to identify the technology content of an industry, but quantification was hampered by the absence of

data. As a result, R&D intensity became the sole criterion” (Hatzichronoglou 1997: 7). To create the categories high, me-

dium high, medium low and low technology, the OECD estimates expenditures for 12 OECD countries (Sweden included)

for the time period 1991-1999 (OECD 2005). The OECD classification has been stable since its inception. The industries

that are defined as high-tech manufacturing according to NACE Rev. 2 are enumerated in Table A1 in the appendix.
5 Eurostat bases its definition on the Frascati Manual, see OECD (2002) and Eurostat (2012: 12). The industries that are

defined as knowledge-intensive services according to NACE Rev. 2 are enumerated in Table A1 in the appendix.
6 A number of studies have also used the Eurostat–OECD definition of HGFs. This definition requires HGFs to have at least

10 employees at the beginning of the year and annualized employment (or sales) growth exceeding 20% during a 3-year

period. However, Daunfeldt et al. (2014b) have shown that this definition excluded 95% of all firms in the Swedish econ-

omy during the period 2005–2008 and approximately 40% of all jobs created. We therefore chose not to use this defin-

ition when identifying HGFs. We furthermore considered longer time periods and other shares of the firm population,

such as the 3% or 5% of firms with the highest growth. The results are very similar to those reported in the article and

have been omitted to save space. These results are available from the authors upon request.

6 S.-O. Daunfeldt et al.
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bias toward large firms, while relative growth measures lead to a bias toward small firms (c.f. Schreyer, 2000; Acs

et al., 2008). The use of both measures is nonetheless widespread, and we use both for each growth indicator.7

To summarize, we measure growth in two different ways and thus arrive at four groups of HGFs, which we label

absolute employment-HGFs, relative employment-HGFs, absolute sales-HGFs, and relative sales-HGFs. All four

groups consist of the 1% of firms that exhibit the highest growth (under this combination of measurement and indi-

cator) in the entire economy over a 3-year period.

A limitation of most studies on HGFs is that they cannot distinguish organic from acquired growth, which means

that firms can only be identified as HGFs because they have merged with another firm. Our data contain information

on mergers and acquisitions, enabling us to distinguish between organic and acquired growth as a robustness check

for our analysis.

To construct each dependent variable, we take the definitions of HGFs as our point of departure. Because we ad-

dress four definitions of HGFs, we have four dependent variables to include in a regression framework. The four

types of HGFs were defined as the 1% of firms that grew fastest in the economy as a whole. Our dependent variables

are industry-specific and defined as the share of HGFs in an industry i, i.e.,

SHGFsi ¼ Number of HGFsi=Number of firmsi:; (1)

Where, SHGFsi is measured at the four-digit NACE industry level in the main regressions presented in Tables 2

and 3. The results for defining the dependent variable at the three- and five-digit levels are reported in conjunction

with other robustness checks in Table 4.8

Table A1 in the appendix reports the industry distribution of HGFs at the two-digit NACE level. Because HGFs

are defined as the fastest growing 1% of firms in the overall economy, it follows by definition that an industry has an

overrepresentation/underrepresentation of HGFs if the share of HGFs in the industry is higher/lower than 1%. We

follow the European Commission and Eurostat and classify NACE two-digit industries as high-technology manufac-

turing according to R&D intensity and as knowledge-intensive services according to the share of tertiary educated

persons (Eurostat, 2012).

In total, there are two manufacturing industries at the two-digit NACE level that are classified as “high tech”:

(21) manufacturing and pharmaceuticals, and (26) manufacturing of computer electronics and optical products. Both

of these industries have, on average, an overrepresentation of all types of HGFs except relative sales-HGFs. It remains

unclear whether this actually concerns their R&D intensity or some other underlying characteristic. Regarding know-

ledge-intensive service industries, the view is fairly ambiguous, with some industries having an overrepresentation in

HGFs and others having an underrepresentation.9

3.2. Independent variables

In our data set, we have access to information on firms’ R&D expenditures, i.e., the total amount spent on R&D an-

nually, which is believed to indicate the level of effort dedicated to producing future products and process improve-

ments while maintaining the current market share and increasing operating efficiency (NSF, 2010: 18–19).

7 While some studies have used the so-called Birch index, i.e., growth measured with a combination of absolute and rela-

tive numbers (Schreyer, 2000; Lopez-Garcia and Puente, 2009), Hölzl (2014) demonstrates that the Birch index primarily

captures absolute employment changes. We therefore elect not to use the Birch index.
8 Here we should point out that the modeling of the dependent variable as an industry share inevitably precludes using

the firm as the level of analysis. Important in this respect is the contribution by Srholec and Verspogen (2012), who as-

sess the heterogeneity of the innovation process. They find that while sectors and countries matter to a certain extent,

more of the variance is given by heterogeneity among firms within both of them. However, they observe that groups of

firms produced by cluster analysis account for much higher share of the variance, which indicates that the most rele-

vant stratification of the data cuts across the established sectoral and national boundaries.
9 The high-tech manufacturing sectors are (21) Manufacturing of pharmaceuticals, and (26) Manufacturing of computer,

electronics and optical products. The knowledge-intensive service sectors are (59) Motion picture, video and television

programme production, sound recording and music publishing activities, (60) Programming and broadcasting activities,

(61) Telecommunications, (62) Computer programming, consultancy and related activities, (63) Information service activ-

ities, and (72) Scientific research and development.
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According to Swedish accounting law, such expenditures are to be written down each year by a “reasonable

amount,” but by no less than one-fifth unless under special circumstances. This assumes a depreciation rate of 20%

for the R&D stock, a reasonable rate, given the findings of Bernstein and Mamuneas (2006), who find that R&D

capital depreciates in approximately 3–5 years.10

R&D intensity is a statistic that provides a means of gauging the relative importance of R&D across industries

and among firms in the same industry (NSF, 2010: 18–19). We compute it by taking the ratio of R&D expenditures

to sales. We proceed by using industry R&D intensity to test Hypothesis 1 in a first model specification. If the hy-

pothesis holds, we expect to observe a positive coefficient for this variable.

We test Hypotheses 2 and 3 in a second model specification. To test Hypothesis 2, we use Eurostat’s classification

of high-tech industry, which is described in greater detail in section 3.2, as a measure of industry innovation activity,

generating a dummy for high-tech manufacturing industries based on their R&D intensity. To test Hypothesis 3, we

use the dummy provided by Eurostat to assess (high-tech) knowledge-intensive service industries, based on a high

share of tertiary educated persons. For Hypotheses 2 and 3 to hold, the dummies should exhibit a positive association

with the share of HGFs in an industry.

Turning to our control variables, a measure of industry firm size is included to control for the fact that large firms

make greater R&D expenditures, while the standard deviation of firm growth is smaller for large firms than for small

firms (Stanley et al., 1996). Furthermore, there is evidence that HGFs, regardless of definition, are on average

younger than other firms (Daunfeldt et al., 2014a). A number of studies on firm growth argue that firm age is nega-

tively associated with growth (Evans, 1987; Dunne and Hughes, 1994; Yasuda, 2005; Calvo, 2006; Haltiwanger

et al., 2013), and a link may exist at the industry level. We therefore expect that firms in industries with older firms

are less likely to exhibit rapid firm growth, due to a lower level of business opportunity (e.g., Coad, 2007: 40). The

median firm age and the standard deviation of firm age within the industry are also included to assess whether indus-

tries with younger firms are more likely to have a higher share of HGFs.

The size of an industry could also affect firm growth rates. For example, in the presence of geographic clustering,

agglomerations within industries may create advantages in the form of spillovers and cooperation between firms

(Aghion and Howitt, 1992; Krugman, 1992; Van Ort and Stam, 2006). There may furthermore be a bias toward

observing a larger share of HGFs in small industries, due to what can essentially be considered a regression to the

mean effect; industries with fewer firms should be more sensitive to having a large share of HGFs. Proxies for indus-

try size, measured as the total number of firms and total employment in the sector, are included to capture this effect.

We further include measures of industry entry and exit to capture industry turnover. Arguably, industries with

more turnover can be expected to be more conducive to high growth and hence have more HGFs (Johansson, 2005;

Brown et al., 2006). In contrast, industries with a greater firm concentration can be argued to exhibit less high

growth because a smaller number of market participants have a greater probability of overcoming collective action

problems and collaborate to deter entry and small-firm growth (Orr, 1974; Chappell et al., 1990; Geroski, 1995).

We measure industry concentration using a Herfindahl index, which is computed as the sum of squares of firms’

shares of industry revenue, i.e., s1j
2 þ s2j

2 þ . . .þ skj
2, where k is the number of firms.

Descriptive statistics for all variables included in our study are presented in Table 1. All variables are defined at

the four-digit NACE level. The descriptive statistics depict a rather heterogeneous picture, particularly concerning

the four dependent variables. While the mean industry share of HGFs (of any kind) ranges between 0.01 and 0.03,

the minimum share is 0, and the maximum share is 1 for all types of HGFs, other than relative sales-HGFs, for which

the highest share is 0.67.

This discrepancy across industries is in part driven by differences in industry size; the number of firms in an indus-

try ranges between 2 and 4733. As a consequence, in small industries, the presence of a few HGFs in a given year

is sufficient to entail substantial overrepresentation. Nevertheless, the industry-year observations in which the

share of HGFs is zero number in the thousands regardless of which definition of HGFs we consider, while very few

10 R&D is a durable input, as its productive capacity lasts for more than one time period. Consequently, accounting for

the productive contribution of R&D should ideally involve an evaluation over several time periods. This nonetheless re-

quires several assumptions, notably regarding the price of use and the price of ownership or purchase, where the

price of ownership equals the discounted expected stream of future rental payments or user costs that the asset is ex-

pected to yield over time. Unobservability problems are inherent in all such calculations (cf. Jorgenson and Griliches,

1969; Hulten, 1990).

8 S.-O. Daunfeldt et al.
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industry-year observations actually exhibit a share as high as 1. Because the shares of HGFs form our dependent vari-

ables, their characteristics need to be considered when selecting the appropriate regression model, most notably that

they are proportions that can take the values 0 and 1.

We also note large discrepancies in many independent variables. Notably, R&D intensity, employment, concen-

tration, entry, and exit vary substantially across industries. This underscores the importance of including such vari-

ables in the regression framework.

4. Empirical model

As shown above, the share of HGFs in industry i is a proportion bounded between zero and one. This restriction on

the dependent variable makes linear regression unattractive, as it may yield fitted values that exceed the lower and

upper bounds. The effect of the explanatory variables also tends to be nonlinear, and the variance decreases when the

mean approaches one of the boundaries. One strategy for addressing this for response variables strictly within the

unit interval is to use a logit transformation:

yi ¼
1

1þ expð�xibÞ
;

Thereby yielding the transformed response variable y�i ;

y�i ¼ log
yi

1� yi

� �
¼ xibþ e;

Where e is a stochastic error term. Linear regression can then be used to model the logit transformation y�i as a linear

function of a set of regressors xi, where b is a set of unknown parameters. However, this requires that the values of

the prediction lie within the unit interval. Neither 0s nor 1s can be included in the logit strategy because the above

transformation is not defined for those values. Yet as noted in section 3.2, we consider dependent variables for which

the limiting values of 0 and 1 are not only possible but abundant in the case of 0s, as many four-digit NACE indus-

tries contain no HGFs in a given year. Omitting these observations would lead to a truncation problem that risks

biasing the results.

Several approaches can be used to address this problem. One approach would be to transform the dependent vari-

able, e.g., using the formula suggested by Smithson and Verkuilen (2006: 55), allowing yi
0 ¼ ðyi�ðn� 1Þ þ :5Þ=n,

where n is the sample size; 0s and 1s are thereby “pushed” slightly inwards, after which an approach similar to that

outlined above can be used. One should, however, be hesitant in adjusting extreme values in a data set if a large per-

centage can be observed in the extremes.

Table 1. Descriptive statistics for industry variables at the four-digit NACE level, 2000–2008

Variable Mean Median Standard deviation Minimum Maximum

Absolute employment-HGFs (share) 0.02 0.00 0.07 0.00 1.00

Relative employment-HGFs (share) 0.01 0.00 0.04 0.00 1.00

Absolute sales-HGFs (share) 0.03 0.00 0.08 0.00 1.00

Relative sales-HGFs (share) 0.01 0.00 0.03 0.00 0.67

R&D expenditures (SEK) 9106 0.00 170,942 0.00 7,085,560

Revenue (SEK) 4,480,548 738,251 13,400,000 45 261,000,000

R&D intensity (%) 0.12 0.00 0.93 0.00 51.50

Employees 1543 376 3588 1 48,687

Concentration (Herfindahl) 0.330 0.382 0.266 0.00363 0.99999

Mean age 23.2 22.0 5.8 11.0 36.5

Standard deviation (age) 6.5 6.836713 1.8 0.0 14.4

Entry 2.83 0.00 10.49 0.00 232

Exit 6.51 1.00 22.40 0.00 462

Number of firms 100.73 23.00 279.02 2.00 4733

N 7355

Are high-growth firms overrepresented in high-tech industries? 9

 at H
ogskolan D

alarna on February 14, 2016
http://icc.oxfordjournals.org/

D
ow

nloaded from
 

http://icc.oxfordjournals.org/


Preferable to truncation or such censoring is, according to Baum (2008), the approach proposed by Papke and

Woolridge (1996), which uses the logit link function (i.e., the logit transformation of the response variable) in con-

junction with the binomial distribution. This distribution may be an appropriate choice, even though we are con-

sidering a continuous response. The b distribution must go to 0, as the mean goes to either 0 or 1 because the

variable approaches a constant in each case. Thus, the variance is maximized for a variable with a mean of 0.5.

In this fractional logit approach, the effective assumption is that 0s and 1s represent very low and very high pro-

portions that “accidentally” result in a proportion of 0 or 1.11 We decided to estimate this model using maximum

likelihood in a generalized linear model with a logit link. The model only models the conditional mean, which makes

it less sensitive to errors in other parts of the model, e.g., the variance. Moreover, this feature makes it less suitable

when the researcher’s interest is in quantities other than the mean. The model proposed by Papke and Woolridge for

the conditional expectation of the fractional response variable is

Eðyi j xiÞ ¼ GðxibÞ; i ¼ 1; . . . ; n

where 0�yi�1 denotes the dependent variable and the (1*k vector) xi refers to explanatory variables of observation

i. The function G(.), which should be a distribution function, is in this case the logistic function, i.e.,

GðxibÞ ¼
expðxibÞ

1þ expðxibÞ

This is estimated using the generalized linear model framework (following McCullagh and Nelder, 1989), using the

binomial distribution family and hence a Bernoulli log likelihood with the individual contribution given by

liðbÞ ¼ yilog ½GðxibÞ� þ ð1� yiÞlog½1�GðxibÞ�:

Inversely, to model the ratio y as a function of covariates x, we can write

g½EðyiÞ� ¼ xib; y � F;

where g is the link function and F is the distributional family. In our case, this becomes

logit½EðyiÞ� ¼ xib; y � Bernoulli;

which should be estimated with robust standard errors. This estimator is
ffiffiffiffiffi
N
p

, which is asymptotically normal, re-

gardless of the distribution of yi conditional on xi. Post-estimation, we can assess the partial effect of, for example,

x1 on Eðyi j xiÞ as @Eðyi j xiÞ
@x1

or as dGðxibÞ
dx1

b1, where dGðxibÞ
dx1

¼ expðxibÞ;
ð1þexp ðxibÞÞ2

. As this last expression approaches 0 as

x!1, the marginal effect goes to 0 as x1 becomes large, holding other variables constant (Papke and Woolridge,

1996: 627; Oberhofer and Pfaffermayr, 2012).

5. Results

5.1 Main results

All results are presented in terms of marginal effects, i.e., the effect of a unit change in the explanatory variable, cen-

tered around its mean, on the predicted dependent variable. In our first model specification in Table 2, the main inde-

pendent variable of interest is the R&D intensity of industry i at time t�1. In our second specification in Table 3, we

replace this with the Eurostat dummies for industries based on whether they are high-tech manufacturing industries

11 An alternative to this approach is to assume that 0s and 1s represent distinct processes that are not generated in the

same way as other proportions. This may be the case for some types of proportions, as when city managers make a

discrete choice not to spend resources on a certain type of program, giving rise to a sample selection issue. This

implies the use of a model such as the zero-one inflated beta model (Cook et al., 2008; Ospina and Ferrari, 2012). The

choice between the first and second approach rests on assumptions concerning the process generating zeroes or

ones. We see no reason to assume different processes and hence choose to not include this approach in the article.

The results obtained when using this model are, however, qualitatively very similar to those presented in Tables 2 and

3. They are available from the authors upon request.
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Table 2. Fractional logit marginal effects

Share of HGFs in terms of Absolute employment Relative employment Absolute sales Relative sales

R&D intensity �0.0010 �0.0011* �0.0045** �0.0016***

(�1.55) (�1.85) (�2.06) (�3.38)

Mean age 0.0009*** �0.0001 0.0016*** �0.0004***

(9.08) (�1.53) (14.01) (�6.91)

Standard deviation (age) 0.0004 7.02e�05 0.0012*** �0.0002

(0.95) (0.18) (2.79) (�0.48)

Number of firms �3.82e-05*** �5.04e-06*** �4.59e-05*** 2.55e-06***

(�8.84) (�4.74) (�7.94) (3.05)

Number of employees 1.48e-06*** 2.78e-07*** 1.96e-06*** 2.87e-08

(14.46) (5.04) (11.48) (0.44)

Entry 8.41e-06*** 6.73e-07 5.69e-06* �1.06e-06**

(3.58) (1.22) (1.86) (�2.26)

Exit 0.0005*** 0.0001*** 0.0006*** �3.73e-05*

(5.27) (3.67) (4.35) (�1.68)

Concentration 0.0258*** 0.0013 0.0389*** 0.0063***

(9.51) (0.58) (12.11) (3.18)

Observations 6.637 6.637 6.637 6.637

Log pseudolikelihood �570.86 �296.98 �674.87 �295.85

AIC 0.175 0.092 0.206 0.092

BIC �57,849.93 �58,072.6 �57,716.85 �58,087.27

Note. Robust z-statistics in parentheses. ***P<0.01, **P<0.05, *P< 0.1.

Dependent variable: share of HGFs in industry at the four-digit NACE level.

Table 3. Fractional logit marginal effects

Share of HGFs in terms of Absolute employment Relative employment Absolute sales Relative sales

High-tech manufacturing 0.0010 0.0077 0.0203** �0.0063***

(0.22) (1.01) (2.32) (�4.67)

Knowledge intensive services 0.0270*** 0.0095** 0.0185*** 0.0025

(5.32) (2.25) (3.75) (1.08)

Mean age 0.0009*** �9.75e-05 0.0016*** �0.0004***

(9.75) (�1.23) (14.40) (�6.78)

Standard deviation (age) 0.0004 8.43e-05 0.0011*** �0.0001

(1.17) (0.22) (2.72) (�0.37)

Number of firms �3.69e-05*** �4.39e-06*** �4.23e-05*** 2.84e-06***

(�8.85) (�4.09) (�8.02) (3.45)

Number of employees 1.36e-06*** 1.80e-07*** 1.71e-06*** �4.18e-09

(15.82) (2.74) (12.81) (�0.06)

Entry 9.08e-06*** 8.07e-07 5.08e-06* �9.81e-07**

(4.05) (1.54) (1.85) (�2.05)

Exit 0.0005*** 0.0001*** 0.0006*** �4.09e-05*

(4.83) (3.66) (4.43) (�1.83)

Concentration 0.0259*** 0.0012 0.0393*** 0.0066***

(9.70) (0.54) (12.32) (3.26)

Observations 6.637 6.637 6.637 6.637

Log pseudolikelihood �566.87 �295.89 �672.29 �295.75

AIC 0.174 0.092 0.205 0.092

BIC �57,849.12 �58,065.98 �57,713.2 �58,078.67

Note. Robust z-statistics in parentheses. ***P<0.01, **P<0.05, *P< 0.1.

Dependent variable: share of HGFs in industry at the four-digit NACE level.
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or knowledge-intensive service industries, based on Eurostat’s classification. All control variables (described in

Section 3) are lagged by one period to avoid problems of simultaneity. As mentioned above, the regressions reported

in Tables 2 and 3 are performed at the four-digit NACE industry level.12

Table 2 presents results of the first model, in which R&D intensity is the main independent variable of interest.

To facilitate the interpretation of the marginal effects, this variable is measured in percentage points, rather than as a

share. The coefficient can hence be interpreted as the effect of a percentage point increase in industry R&D intensity

on the share of HGFs. The coefficient for R&D intensity is always negative and significant in three of four regres-

sions. The results therefore suggest that HGFs are less likely to be observed in industries with high R&D intensity.

The negative effect is strongest for absolute sales-HGFs. A 1 percentage point increase in industry R&D intensity

decreases the expected share of absolute sales-HGFs by 0.0045. Because the share of HGFs in the overall economy is

0.01, this latter effect is nontrivial, corresponding to a decrease of 45% of the normal share.

The results also indicate that a higher share of HGFs can be found in industries with larger firms. Industries that

are dominated by small firms are thus less likely to have a high share of HGFs, suggesting that policies targeting

small-firm development are not appropriate if policymakers wish to increase the share of fast-growing businesses

within industries, which is in line with what has recently been argued by Nightingale and Coad (2014). The share of

HGFs also seems to be determined by firm age within the industry, but the direction of the results depends on the

choice of growth measure. Industries with older firms have a higher share of HGFs when firm growth is measured in

terms of absolute changes but a lower share when growth is measured in relative terms.

The results of the second specification are presented in Table 3. The findings regarding the second hypothesis are

inconsistent. When high growth is measured using employment, the high-tech manufacturing dummy is insignificant.

In contrast, a high-technology manufacturing industry should exhibit an average share of absolute sales-HGFs that is

0.02 higher than the baseline case. Because the normal share of HGFs is 0.01, this effectively implies a tripling of the

expected share of absolute sales-HGFs relative to the share in the overall population. However, being classified as a

high-tech manufacturing industry decreases the expected share of relative sales-HGFs by nearly 0.006. Again, com-

pared with the share of HGFs in the overall population, this negative effect is in the range of 60%.

In contrast, we observe that the effect of the knowledge-intensive services dummy is positive and significant in

three of the four regressions at the four-digit level. The result is most pronounced for absolute employment-HGFs,

the expected share of which may be 0.027 higher, suggesting a near quadrupling relative to the normal share of 0.01.

We are thus unable to reject Hypothesis 3.

The control variables in the second model exhibit a roughly consistent pattern. First, the age variable has a posi-

tive and significant effect on the share of HGFs defined in absolute numbers, whereas this effect is negative and sig-

nificant when HGFs are defined in relative terms. The standard deviation of age is seldom significant. While the

effect of the number of firms in the industry appears ambiguous, HGFs are more common in industries in which the

median firm is relatively large. There appears to be little substantial effect of entry and an ambiguous effect of exit.

The effect of market concentration on the industry share of HGFs is dependent on the choice of empirical model;

hence, these results should be interpreted with caution. Again, however, we observe that the number of employees is

positive and significant.

5.2 Robustness checks

We perform a number of robustness checks. In Table 4, specifications (a) and (b) report coefficients for the main

variables of interest from regressions at the five- and three-digit levels. The results regarding R&D intensity at the

five- and three-digit levels are very similar to those presented in Table 2, exhibiting negative coefficients. These

findings effectively reject Hypothesis 1. In contrast, the results concerning the high-tech dummy appear to be sensitive

to aggregation. When regressions are undertaken at the five-digit level, the coefficients related to the share of HGFs

defined in absolute terms are positive and significant, while those relating to HGFs defined in relative terms are negative

and significant. This apparent pattern is, however, blurred at the three-digit level, at which the only significant

coefficient concerns absolute employment-HGFs and is negative. In view of the ambiguity of these results and because

they depend on the aggregation level and measurement methodology, we can neither confirm nor reject Hypothesis 2.

12 A replication of Tables 2 and 3 using OLS with robust standard errors yielded very similar results to those reported

below. They are available from the authors upon request.
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The knowledge-intensive services dummy, however, is significant and positive in all regressions at the five- and three-di-

git levels, suggesting that this result is not sensitive to aggregation. This lends additional support to the third hypothesis.

In specification (c), we only consider organic growth, i.e., we remove any firm that was subject to a merger or

acquisition. The coefficient for R&D intensity remains negative and significant in three of the four regressions.

The results for high-tech manufacturing and knowledge-intensive services are very similar if only organic growth is

Table 4. Regressions (a) at the five-digit level, (b) three-digit level, and at the four-digit level with (c) only organic growth,

(d) only industries with at least 30 employees, and (e) only industries with at least 100 employees. Control variables are

omitted

Share of HGFs in terms of Absolute

employment

Relative

employment

Absolute

sales

Relative

sales

a) Five-digit NACE level R&D intensity �0.0017* �0.0006 �0.0058** �0.0007*

(�1.84) (�1.08) (�2.42) (�1.84)

Observations 9.265 9.265 9.265 9.265

b) Three-digit NACE level R&D intensity �0.0003 �0.0016 �0.0048*** �0.0011

(�0.33) (�1.34) (�3.28) (�1.49)

Observations 2.717 2.717 2.717 2.717

c) Organic growth only R&D intensity �0.0010 �0.0012* �0.00569** �0.0021***

(�1.52) (�1.73) (�2.26) (�3.42)

Observations 6.605 6.605 6.605 6.605

d) Industries� 30 employees R&D intensity 0.0003 �0.0007 �0.00444* �0.0009*

(0.23) (�0.98) (�1.73) (�1.82)

Observations 5.742 5.742 5.742 5.742

e) Industries� 100 employees R&D intensity 6.78e-05 �0.0005 �0.00501** �0.0008*

(0.06) (�0.73) (�1.98) (�1.88)

Observations 4.886 4.886 4.886 4.886

a) Five-digit NACE level High-tech manufacturing 0.0085*** �0.0022* 0.0145*** �0.0036***

(4.07) (�1.91) (5.15) (�3.96)

Knowledge intensive services 0.0059* 0.0061** 0.0107*** 0.0088***

(1.76) (2.33) (2.74) (3.41)

Observations 9.265 9.265 9.265 9.265

b) Three-digit NACE level High-tech manufacturing �0.0085*** 0.0059 0.0055 0.0006

(�5.12) (1.04) (1.08) (0.16)

Knowledge intensive services 0.0204*** 0.0149** 0.0232*** 0.0038*

(3.93) (2.06) (4.30) (1.88)

Observations 2.717 2.717 2.717 2.717

c) Organic growth only High-tech manufacturing �0.0006 0.0080 0.0330*** �0.0071***

(�0.13) (0.95) (3.38) (�4.77)

Knowledge intensive services 0.0337*** 0.0112** 0.0289*** 0.0033

(5.48) (2.36) (4.29) (1.58)

Observations 6.605 6.605 6.605 6.605

d) Industries� 30 employees High-tech manufacturing �0.0018 0.0074 0.0159* �0.0063***

(�0.40) (0.96) (1.85) (�4.93)

Knowledge intensive services 0.0296*** 0.0111** 0.0209*** 0.0017

(5.70) (2.30) (4.08) (1.25)

Observations 5.742 5.742 5.742 5.742

e) Industries� 100 employees High-tech manufacturing �0.0036 0.0012 0.0172* �0.0055***

(�0.77) (0.33) (1.85) (�3.78)

Knowledge intensive services 0.0295*** 0.0111** 0.0203*** 0.0014

(5.67) (2.16) (3.94) (1.33)

Observations 4.886 4.886 4.886 4.886

Note: Robust z-statistics in parentheses. ***P<0.01; **P<0.05; *P< 0.1.
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considered, generating coefficients that are somewhat larger than those reported previously. Ultimately, this finding

suggests that the results are not particularly sensitive to the inclusion of mergers and acquisitions.

In specifications (d) and (e), we exclude industries with fewer than 30 employees and 100 employees, respectively,

to investigate whether our results are driven by industries with small firms. Now, the coefficient for R&D intensity is

only negative and significant when growth is measured in terms of sales. The signs and significances remain essen-

tially unchanged for the high-tech and knowledge-intensive dummies.

Ultimately, the robustness checks in Table 4 lend credence to the results reported in Table 2, enabling us to reject

Hypothesis 1; Hypothesis 2 remains ambiguous, and Hypothesis 3 cannot be rejected.

6. Concluding remarks

Recent studies have demonstrated that a small number of fast-growing firms generate most job creation and

economic growth. HGFs have therefore received an increasing amount of attention from both policymakers and

researchers. A common policy recommendation is that policymakers should cease supporting new start-ups in

general and instead target industrial policies towards potential fast-growing firms. A suggested strategy is to target

high-tech industries, i.e., industries with high R&D intensity. Previous studies have nonetheless indicated that HGFs

are not more common in these industries, suggesting that such policies might be ineffective for promoting job

growth.

Prior evidence is, however, based on studies that investigated a limited number of industries, excluded small firms,

were based on highly aggregated data, and applied cutoff points. We therefore examined the distribution of HGFs

across industries, using a comprehensive, firm-level data set comprising all limited liability firms in Sweden during

the period 1997–2008. In contrast to previous studies, our analysis covered firms of all sizes and from all industries.

We also used a model capable of using proportions as the dependent variable. The regressions were estimated at the

three-, four-, and five-digit NACE industry levels.

The results were fairly robust and suggested that R&D intensity has a negative or no effect on the share of HGFs,

regardless of how HGFs were defined. This challenges the prevailing view that R&D is beneficial for high growth.

Knowledge-intensive service industries were more likely to exhibit a greater share of HGFs, but the results were am-

biguous regarding high-tech manufacturing industries. This finding supports the results of Davidsson and Delmar

(2003, 2006), who reported that knowledge-intensive service industries had a higher share of HGFs than other indus-

tries in Sweden during the period 1987–1996 and is consistent with previous evidence (Klette and Kortum, 2004;

Rossi-Hansberg and Wright, 2007) identifying human capital, rather than R&D, as the crucial factor to explain the

prevalence of fat tails in the growth rate distribution. This suggests that further research should investigate the im-

portance of human capital in fostering HGFs.

As mentioned above, many policies for promoting HGFs are strongly connected to R&D and high-tech sectors

(Coad and Rao, 2010; OECD, 2010; Mason and Brown, 2013). In view of this, the policy implications of our results

are troubling because they suggest that the relationship between R&D and high growth is, at best, highly complex

but is most likely negative. While there may be exceptions, the knowledge required for policymakers to be able to

pick winners (whether industries or firms) simply does not exist.

Furthermore, a clear link between knowledge-intensive service industries and the share of HGFs does not neces-

sarily justify policy interventions. First, if industries or firms with certain characteristics have a greater propensity to

grow, why should they receive assistance? Policy interventions should be based on some type of argument relating to

market failure. If no such argument can be identified, targeted policies toward knowledge-intensive industries might

be counterproductive because such intervention affects the incentives of entrepreneurs; an extensive targeting of

industries or firms may result in more unproductive entrepreneurship as returns to rent-seeking activities increase.

Firms may perceive that they are better off from meeting the necessary requirements to apply for government subsi-

dies than producing goods and services demanded by consumers (Baumol, 1990).

In addition, even if such policies do have the intended effect of increasing the share of HGFs, it is not clear that

this will increase industry growth or economic growth more generally. Notably, while Bos and Stam (2014) find that

an increase in the prevalence of gazelles in an industry has a positive effect on industry growth, they find no relation-

ship between overrepresentation of HGFs and industry growth. Other research suggests that a larger number of

HGFs are associated with a larger number of firms that experience high levels of decline (Bravo-Biosca, 2010; Hölzl,
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2011). Bos and Stam (2014:164) stress that this means “that overrepresentation of gazelles cannot be used as a sign-

post for ‘picking winners’.”

An interesting topic for future research is therefore to further analyze whether policies directed toward innovative

firms, or potential fast-growing firms, actually have the intended effects. This requires an improved understanding of

the growth processes of fast-growing firms and how policies influence these processes. It also requires longitudinal

data on firm support that allow the construction of control groups of similar firms that have not been supported.

These types of studies are essential if we wish to enhance our understanding of whether government policies targeted

toward potential HGFs are effective.
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Appendix

Table A1. High-tech manufacturing and knowledge intensive services definition based on NACE Rev. 2 classification

1. High-tech manufacturing industries

Manufacture of basic pharmaceutical products and pharmaceutical preparations - division 21

Manufacture of computers and electronic components (groups 26.1, 26.2)

Manufacture of electronic components and boards - group 26.1

Manufacture of computers and peripheral equipment - group 26.2

Manufacture of consumer electronics and optical instruments (groups 26.3, 26.4, 26.7, 26.8)

Manufacture of communication equipment - group 26.3

Manufacture of consumer electronics - group 26.4

Manufacture of optical instruments and photographic equipment - group 26.7

Manufacture of magnetic and optical media - group 26.8

Manufacture of measuring, testing, navigation, and medical instruments (groups 26.5, 26.6)

Manufacture of instruments and appliances for measuring, testing and navigation; watches and clocks - group 26.5

Manufacture of irradiation, electromedical, and electrotherapeutic equipment - group 26.6

Manufacture of air and spacecraft and related machinery - group 30.3

2. Knowledge intensive services industries:

Audiovisual and information activities (divisions 59, 60, 63)

Motion picture, video and television program production, sound recording, and music publishing activities - division 59

Programming and broadcasting activities - division 60

Information service activities - division 63

ICT-related activities (divisions 61, 62)

Telecommunications – division 61

Computer programming, consultancy, and related activities - division 62

Scientific research and development (division 72)

Research and experimental development on natural sciences and engineering - group 72.1

Research and experimental development on social sciences and humanities - group 72.2
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Table A2. Industry mean annual share of HGFs, two-digit NACE level, 2000–2008

HGFs defined in terms of Absolute

employment

Relative

employment

Absolute

sales

Relative

sales Firms

NACE Industry share share share share number

1 Agriculture, hunting 0.001 0.005 0.001 0.009 1451.6

2 Forestry, logging 0.002 0.006 0.008 0.013 642.2

3 Fishing and aquaculture 0.000 0.000 0.000 0.000 26.7

5 Mining of coal and lignite 0.000 0.000 0.000 0.002 49.0

7 Mining of metal ores 0.000 0.000 0.000 0.000 3.7

8 Other mining, quarrying 0.008 0.005 0.008 0.004 55.7

9 Mining support service activities 0.000 0.000 0.000 0.250 0.9

10 Manu: food 0.025 0.021 0.026 0.004 216.4

11 Manu: beverages 0.071 0.000 0.077 0.019 9.4

12 Manu: tobacco 0.000 0.000 0.000 0.000 0.8

13 Manu: textiles 0.022 0.004 0.024 0.000 65.9

14 Manu: wearing apparel 0.002 0.004 0.010 0.008 151.6

15 Manu: leather 0.025 0.006 0.022 0.006 556.3

16 Manu: wood 0.015 0.004 0.019 0.008 295.3

17 Manu: paper 0.009 0.005 0.016 0.003 251.9

18 Manu: printing, recordings 0.008 0.003 0.004 0.001 332.3

19 Manu: coke, refined petroleum 0.009 0.014 0.027 0.009 61.7

20 Manu: chemicals 0.019 0.008 0.024 0.008 864.2

21 Manu: pharmaceutical 0.043 0.015 0.113 0.006 153.3

22 Manu: rubber, plastic 0.010 0.009 0.007 0.007 1567.4

23 Manu: other non-metallic mineral 0.035 0.009 0.078 0.005 95.9

24 Manu: basic metals 0.048 0.008 0.075 0.004 268.4

25 Manu: fabricated metal, not machinery 0.015 0.005 0.012 0.003 1163.4

26 Manu: computers, electronic, optical 0.025 0.013 0.028 0.007 353.4

27 Manu: electrical equipment 0.046 0.006 0.066 0.005 224.0

28 Manu: machinery, equipment 0.015 0.007 0.011 0.004 2251.3

29 Manu: motor vehicles 0.033 0.008 0.029 0.007 1191.8

30 Manu: other transport 0.030 0.009 0.037 0.004 139.6

31 Manu: furniture 0.030 0.013 0.025 0.007 427.8

32 Manu: other manufacturing 0.010 0.010 0.007 0.006 1399.0

33 Manu: repair installation machinery 0.015 0.007 0.016 0.006 645.6

35 Electricity, gas, steam, hot water supply 0.031 0.013 0.037 0.008 276.0

36 Water collection, treatment, supply 0.014 0.008 0.008 0.009 376.4

37 Sewerage 0.021 0.025 0.029 0.009 41.6

38 Waste collection 0.025 0.010 0.022 0.007 49.6

41 Construction of buildings 0.009 0.009 0.009 0.007 571.3

42 Civil engineering 0.012 0.000 0.026 0.000 36.4

43 Specialised construction activities 0.003 0.007 0.002 0.005 1946.6

45 Wholesale retail repair of motor vehicles 0.006 0.009 0.005 0.005 6617.7

46 Wholesale trade except motor vehicles 0.009 0.007 0.019 0.009 2506.0

47 Retail trade except motor vehicles 0.005 0.005 0.004 0.005 2015.9

49 Land transport; transport via pipelines 0.010 0.009 0.005 0.004 1102.9

50 Water transport 0.009 0.008 0.014 0.008 2988.8

51 Air transport 0.009 0.010 0.014 0.010 8172.0

52 Warehouse, support for transport 0.006 0.007 0.005 0.007 6719.1

53 Postal and courier activities 0.371 0.043 0.225 0.030 3.9

55 Accommodation 0.008 0.014 0.002 0.009 1790.0

56 Food and beverage service 0.006 0.016 0.003 0.009 339.9

58 Publishing activities 0.023 0.012 0.019 0.008 224.9

(continued)
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Table A2. Continued

HGFs defined in terms of Absolute

employment

Relative

employment

Absolute

sales

Relative

sales Firms

NACE Industry share share share share number

59 Motion picture, video, television production 0.006 0.009 0.011 0.008 146.3

60 Programming, broadcasting 0.009 0.012 0.005 0.006 3059.0

61 Telecommunications 0.034 0.016 0.057 0.009 191.1

62 Computer programming 0.024 0.018 0.016 0.018 400.1

63 Information service 0.028 0.018 0.030 0.012 758.7

64 Financial services, except insurance, pension 0.013 0.020 0.029 0.031 488.6

65 Insurance, pension, not social security 0.021 0.028 0.048 0.040 527.7

66 Activities auxiliary to finance 0.000 0.010 0.005 0.037 296.9

68 Real estate activities 0.003 0.008 0.004 0.012 2087.1

69 Legal, accounting activities 0.003 0.003 0.002 0.012 828.9

70 Management consultancy 0.005 0.012 0.006 0.013 6428.1

71 Architect, technical consultancy 0.006 0.009 0.004 0.013 1914.9

72 Scientific research and development 0.021 0.017 0.012 0.017 1796.7

73 Advertising, market research 0.010 0.009 0.008 0.015 639.2

74 Other professional, scientific, technical 0.010 0.012 0.006 0.017 12037.7

75 Veterinary activities 0.016 0.000 0.000 0.014 27.6

77 Rental, leasing activities 0.004 0.007 0.003 0.014 250.9

78 Employment activities 0.010 0.033 0.000 0.037 21.4

79 Travel agency, tour operator 0.029 0.013 0.050 0.003 88.6

80 Security, investigation activities 0.009 0.013 0.003 0.010 436.8

81 Services buildings, landscape 0.026 0.022 0.003 0.005 191.3

82 Office administrative, support 0.024 0.007 0.016 0.014 72.9

85 Education 0.007 0.009 0.002 0.009 1829.3

86 Human health activities 0.006 0.004 0.001 0.006 435.7

87 Residential care 0.015 0.006 0.000 0.003 38.1

88 Social work 0.000 0.048 0.000 0.056 6.1

90 Creative, arts, entertainment 0.014 0.008 0.013 0.008 264.6

91 Libraries, archives, museum 0.012 0.005 0.005 0.002 109.3

92 Gambling, betting 0.008 0.010 0.005 0.011 1117.1

93 Sports, amusement, recreation 0.004 0.008 0.001 0.006 713.6

94 Activities of membership organizations 0.003 0.004 0.000 0.009 35.3

95 Repair computers, household goods 0.000 0.000 0.000 0.004 57.2

96 Other service activities 0.001 0.004 0.000 0.008 159.3
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